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PART 1
Big Data/Big Data Analytics

5.1 Introduction
In all walks of life, individuals, organisations and governments rely on data to help them to make good decisions. In the last 30 years, vast amounts of data have come to be collected on every possible aspect of modern life and these large datasets are now known as ‘big data’—a phrase that many people began to use a decade or two ago without fully understanding what it meant. While the amount of data collected and stored has increased exponentially, development of the skills and technology that allow us to analyse and use this data has gathered momentum more recently. Big data is the lifeblood of artificial intelligence (AI), for example. Without large datasets, AI models and algorithms cannot be refined and function effectively or accurately.

With detailed data that touches on almost every aspect of our lives never more readily available, we must be cautious of its potential to fuel both positive and negative outcomes. Solid governance of the collection and use of that data is critical if we are to ensure it is used only for positive ends, to enhance decision-making and to protect individuals’ rights.

5.2 Context
The history of data analytics goes back to 18,000 BCE, with evidence that Palaeolithic peoples marked notches into sticks or bones to keep track of and compare trading activity and supplies. In 1663, John Graunt conducted what is believed to be the first statistical analyses in trying to develop an early warning system for the bubonic plague. In 1928, the method for storing information magnetically on tape was invented, which led later, in 1965, to the first large data centres. These were limited, however, by the fact that data was at that time recorded and stored in physical form. In 1996, shortly after the birth of the internet, electronic storage became more cost-effective than paper storage, and in the early 2000s—as the capacity to store data skyrocketed and the need to adapt analysis to suit its volume and scope become obvious—the term ‘big data’ was coined.

Key points

• Big data/big data analytics is the lifeblood of AI, because it is what fuels AI algorithms.
• Big data is evaluated in terms of its volume, velocity, variety, veracity and value.
• Financial institutions use big data/big data analytics for activities ranging from marketing to credit assessment.
• Big data/big data analytics introduce new risks in financial services if not partnered with digital identification systems, because their widespread adoption could otherwise exacerbate financial exclusion.
In 2010, chair of Google Eric Schmidt told a conference that as much data was now created every two days as had been created between the beginning of human civilisation and 2010.4

In 2014, consultancy IDC projected that, globally, there would be more than 44 zettabytes of data generated by 2020 compared with 4.4 zettabytes in 2013.5 A zettabyte is a difficult measure to visualise: it is \(2^{70}\) bytes—or as much data as can be stored on 250 billion DVDs. A gigabyte—1 million bytes—is a common unit in measuring computing memory: it has been said that if each gigabyte in a single zettabyte were a brick, those bricks would be enough to build 258 Great Walls of China.6

As our ability to generate, collect and store information has grown, so has the potential for us to generate richer insights from this data. It has been clear that holding large and rich datasets alone are not an end in itself; the key to the value of data lies in its analysis.

There are three key terms that we can define here.

- **Big data** is used in many different ways—to refer to large datasets, and to refer to the exponential increase of data and availability of data in the world today.7 Big data is said to display the following ‘5Vs’.
  - **Volume** Big data—the size of the dataset—has to be large. There is no set agreement on how large ‘large’ is; it is relative and it is ever increasing.
  - **Velocity** This refers to the speed at which data is collected and analysed.
  - **Variety** With increasing volume and velocity comes increased variety. A dataset with wider variety can lead to richer insights.
  - **Veracity** This refers to the quality of the data: is it ‘clean’ and accurate?8
  - **Value** By this, we mean whether the data and its analysis lead to meaningful insights and inform good business decisions.9

- **Data science** is the field of studying data. The goal of data science is to improve decision-making through the analysis of data.10

- **Data analytics** is the multidimensional field that uses mathematics, statistical modelling and machine learning to find meaningful patterns in data.11

As technology evolves, so does our ability to collect, store and analyse data—but all of these processes are dependent on advances in hardware and software development, which act as the key enablers in a big data ecosystem.

While the positive implications of big data are vast, including enhanced decision-making, predictive technology and increased profitability, the potential for abuse is equally apparent. One instance emerged when political consulting firm Cambridge Analytica was found to have misused individual data, mined from Facebook, during the 2016 US presidential elections.12 It is therefore essential that any big data ecosystem also include measures to prevent such abuse.
5.3 Description

The application of big data across financial services touches many aspects of our lives, ranging from payments, through lending and investment decisions, to impact more broadly on how financial services markets function. This section will present an overview of some of the relevant technologies and applications that support the use of big data in these contexts.

5.3.1 Customer Segmentation and Personalised Marketing

Big data offers financial and other services providers the ability to refine their customer segmentation at a more granular detail than was previously possible. This allows them to understand in detail what different customer segments need and it allows financial services organisations, such as credit card companies, to offer personalised marketing and tailored discounts to their users.

5.3.2 Credit Assessment

Big data has given rise to alternative credit models aiming to address the role of existing credit models in financial exclusion. Credit assessment procedures have long relied on regression analysis, which assumes that one behaviour predicts another, such as that companies and individuals who do not pay their loans on time will continue not to pay their loans on time. Alternative credit assessment models are now emerging that are based on an individual’s education level or the reputation of their school as an indicator of whether or not they will default on a loan, while others use social media analysis.

These new models are not, however, without their challenges. Not all data is reliable for credit scoring, for example, and there are currently gaps in the law governing these new models to ensure that they are, and are used in ways that are, accurate, fair and transparent.

The rise of behavioural analytics and social physics has fuelled a more robust approach to alternative modelling based on big data indicators to assess the likelihood of someone defaulting or repaying a loan.

- **Behavioural analytics** is the study of human behavioural data to identify meaningful patterns and draw inferences or make predictions based on those patterns.

- **Social physics** applies the principles of physical sciences to study of how groups of people make decisions by analysing how information and ideas flow from person to person.

Both of these can be applied to improve not only credit scoring, but also fraud detection, identity verification, regulatory compliance and enforcement, predictions of consumer behaviour, and stock trading and investing decisions.

5.3.3 Stock and Commodity Trading

Big data and machine learning have significantly influenced stock and commodity trading. Not only does big data improve the likely outcomes of financial services for individuals, but also the application of AI technology to capital markets reduces the barriers to entry for many individuals and widens participation in the market. These types of new trading technology have fuelled adoption of electronic trading platforms and virtualised trading environments—although this is not without risk. For example, algorithmic and high-frequency trading (HFT) have been known to cause flash crashes in the market, such as the 2010 US flash crash.

In foreign exchange (forex) brokerage, assessing risk is essential to successful operations. The broker must be able to see...
data in real time and be alerted to specific preferences, market statuses, profit and loss, exposure and market volatility. The unified data that we can now gather from a wide spectrum of resources (Web, mobile, social, customer relationship management, affiliates, etc.) is the key to a holistic overview of platform performance on which managers can base their decisions.²⁰

5.3.4 Regulatory Compliance and Fraud Detection

For financial services organisations, regulatory compliance is a key priority that typically involves significant amounts of paperwork, resulting in millions of user records. Machine learning and other AI technologies analyse this big data to detect compliance irregularities and even fraud more accurately and efficiently than ever before. In some cases, it can detect instances that would be beyond human capacity. For example, in 2017 Credit Suisse reported a 45-fold increase in productive alerts resulting from its predictive monitoring of transactions compared to the year before, and it measured resolution of the alerts as 60 per cent faster at a fraction of the historical cost.²¹

Big data also has the potential to underpin productivity and release consumer surplus. For example, McKinsey & Co. estimates that a retailer using big data can increase its operating margin by more than 60 per cent, while services enabled by personal-location data can allow consumers to capture US$600 billion in economic surplus.²⁴

5.4 Key Considerations for Future Development

It is important to view big data not in isolation but as an ecosystem that includes the various sources from which data is gathered, the spaces in which this data is traded, the analysis of that data and the decisions that the analytics inform.

Among the key considerations in these regards is data protection. While effective AI systems of this type are dependent on personal data, users’ rights must remain at the forefront of any policy governing big data. The leading example of regulation in this context is the General Data Protection Regulation (GDPR) of the European Union (EU): a benchmark against which policies covering data protection and privacy should be measured.²⁵ Its basic principles include user control of their own personal data, the requirement that users explicitly consent to others using their data and a right to be ‘forgotten’ (i.e., to request deletion of data).²⁶

Policy considerations should also reinforce corporate responsibility for data governance. Businesses that are collecting data of any sort, but personal data in particular, are responsible—and should be held accountable—for the security and
legitimate use of this data. Any organisation gathering, storing and/or managing data must therefore put sound data governance structures in place.\textsuperscript{27}

Open data can therefore be contrasted with personal data. Open data is (a) publicly available and (b) licensed for reuse, and it is ideally relatively easy to (re)use.\textsuperscript{28} Open data is available to researchers and other organisations who will analyse it to extract the most value. Clearly, therefore, this type of data does not include personal data and data scientists must take care when selecting their sources.

In fact, in 2019 it was estimated that while the number of trained data scientists was increasing, demand for these skills was growing even more rapidly.\textsuperscript{29} From a policy perspective, the recruitment and development of skilled data science professionals is consequently a fundamental component of the big data ecosystem and an effective digital economy.

Finally, while availability and types of data vary from country to country and personal data varies according to demographics including age groups, income brackets, gender and geographic locations, any policies focused on big data in financial services or elsewhere must take care to bridge the digital divide. We must take care to ensure that big data applications and solutions do not exclude any one or more groups, nor should we assume that our findings are universally applicable unless proved to be so.\textsuperscript{30}
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